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Abstract: Scarcity of sufficient ground truth information is the primary 
bottleneck for adopting any supervised methodology in change detection 
domain and hence, unsupervised approaches are mostly used for this task. But, 
with a few labelled patterns in hand, semi-supervised methods can be chosen 
instead of unsupervised ones to utilise both the labelled and unlabelled patterns 
completely. Work on semi-supervised learning (both in the areas of clustering 
and classification) is now being explored. In this article, a detailed study has 
been made by applying some of the semi-supervised clustering techniques for 
change detection. In present investigation, five semi-supervised clustering 
techniques, namely COP-KMeans, seeded-KMeans, constrained-KMeans, 
semi-supervised-HMRF-KMeans and semi-supervised-kernel-KMeans 
algorithms are used. A comparative analysis has been made among these 
algorithms and standard K-Means algorithm, using two multi-temporal 
remotely sensed images and are also statistically validated using paired t-test. 
Experimental results conclude that constrained-KMeans for both the datasets is 
more applicable for change detection than COP-KMeans and seeded-KMeans. 
Semi-supervised-HMRF-KMeans and semi-supervised-kernel-KMeans 
algorithms are found not to be robust for all the datasets because these 
algorithms outperform constrained-KMeans in case of only one dataset. 

Keywords: multi-temporal images; semi-supervised clustering; change 
detection. 

Reference to this paper should be made as follows: Roy, M., Ghosh, S. and 
Ghosh, A. (2013) ‘Change detection in remotely sensed images using  
semi-supervised clustering algorithms’, Int. J. Knowledge Engineering and Soft 
Data Paradigms, Vol. 4, No. 2, pp.118–137. 
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1 Introduction 

Change detection, one of the most challenging tasks in the field of pattern recognition 
and machine learning (Bishop, 2006), is a process of finding out the temporal effects of 
multi-temporal images (Singh, 1989; Canty, 2007; Radke et al., 2005). This process 
detects the changes in a land-cover over time by analysing pairs of remotely sensed 
images of a geographical area captured at different time instants. The changes might 
occur due to several reasons, e.g., natural hazards, urban growth, deforestation. Process 
of change detection is applied to various domains like analysing land-use change  
(Zhang et al., 2002), monitoring urban growth (Merril and Jiajun, 1998), identifying 
burned area (Bruzzone and Prieto, 2000). 
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One can view the problem of change detection as an image segmentation one, where 
two groups of pixels are formed, one for the changed class and the other for the 
unchanged one. Methodology of change detection is broadly classified into two 
categories: supervised (Camps-Valls et al., 2008) and unsupervised (Ghosh et al., 2007, 
2009, 2011; Mishra et al., 2012). Supervised techniques enjoy several advantages, e.g., 
the same can explicitly recognise the kinds of changes occurred and is robust to variation 
of atmospheric and light conditions at two acquisition dates. Various methods exist in the 
literature to carry out supervised change detection, e.g., post classification (Singh, 1989), 
direct multidate classification (Singh, 1989), kernel-based methods (Camps-Valls et al., 
2008), etc. However, exploration of supervised methods in change detection is limited 
owing to the constraint of the requirement of sufficient amount of ground truth 
information and such information is expensive, hard and monotonous to collect. On the 
contrary, in unsupervised approach, such additional information is not required. Due to 
the insufficient number of labelled patterns, unsupervised techniques seem to be the only 
option for change detection. 

Unsupervised change detection process is of two types: context insensitive  
(Singh, 1989) and context sensitive (Ghosh et al., 2007, 2009, 2011; Mishra et al., 2012; 
Kasetkasem and Varshney, 2002). Histogram thresholding (Singh, 1989; Patra et al., 
2011) is the simplest unsupervised context insensitive change detection method which 
suffers from the problem of not considering the spatial correlation among neighbourhood 
pixels in the decision process. To overcome this difficulty, context sensitive methods 
using Markov random fields (MRF) (Kasetkasem and Varshney, 2002) are developed. 
These techniques also posses certain difficulties like requirement of the selection of a 
suitable model for statistical distribution of the changed and the unchanged class pixels. 
Change detection methodologies based on neural networks, both using supervised and 
unsupervised learning (Ghosh et al., 2007, 2009), exist in the literature and they are free 
from such limitations. Generally, the following three steps are carried out, one after 
another, for unsupervised change detection: 

1 image preprocessing 

2 image comparison and 

3 image analysis (Singh, 1989). 

Images of the same geographical area, captured at different time instants, constitute the 
input of the change detection process. In preprocessing step, these images are made 
compatible by operations like radiometric and geometric corrections, co-registration, 
noise reduction (Singh, 1989; Ghosh et al., 2009), etc. After preprocessing, image 
comparison is done, pixel by pixel, to generate a difference image (DI) which, in turn, is 
used for change detection. The difference image can be generated in many ways,  
e.g., univariate image differencing, change vector analysis (CVA), image rationing  
(Singh, 1989). In the present work, CVA technique is adopted to generate DI. 

In change detection, the class labels of some labelled patterns may be made available 
by experts. But, if the number of these labelled samples is less, then the available 
information may be insufficient for developing any supervised method. Under this 
circumstance, knowledge of labelled patterns will be completely unutilised if 
unsupervised approach is used. This motivated us to use the semi-supervised approach 
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(Zhu, 2008; Chapelle et al., 2006) instead of an unsupervised or supervised one.  
Semi-supervision has been explored successfully for improving the performance of 
clustering and classification tasks (Basu et al., 2002, 2003; Wagstaff et al., 2001; Yeung 
and Chang, 2007; Hou et al., 2011) when sufficient amount of labelled data is absent. In 
semi-supervised classification, training is performed using abundant unlabelled patterns 
along with a few labelled patterns; whereas semi-supervised clustering utilises a few 
labelled samples for determining more accurate clusters. Two different approaches are 
used for semisupervised clustering: search-based approach and similarity-based approach 
(Basu et al., 2003). Search-based approaches use the labelled patterns to search for an 
accurate optimum partitioning. In similarity-based approaches, the labelled patterns are 
utilised to adopt the underlying similarity metrics. 

In the present work, five semi-supervised K-Means algorithms namely,  
COP-KMeans (Wagstaff et al., 2001), constrained-KMeans (Basu et al., 2002) and 
seeded-KMeans (Basu et al., 2002), semi-supervised-HMRF-KMeans (Basu et al., 2004) 
and semi-supervised-kernel-KMeans (Kulis et al., 2005) have been studied in the domain 
of change detection. As per the knowledge of the authors, there are no such applications 
of these techniques in the area of change detection by using these semi-supervised 
variants of K-Means algorithm. This motivated us to pursue the present study. 
Comparative analysis between these techniques and standard K-Means algorithm 
(MacQueen, 1967) has been done for two multi-temporal and multi-spectral remotely 
sensed images. Comparison reveals that constrained-KMeans, for both the datasets, is 
more applicable for change detection than COP-KMeans and Seeded-KMeans; whereas 
semi-supervised-HMRF-KMeans and semi-supervised-kernel-KMeans algorithms are not 
robust for all the datasets. 

The rest of the article is organised into six sections. Section 2 describes the process of 
generation of input patterns using CVA technique. Section 3 describes the procedure for 
collecting labelled patterns (or constraints) for experimental purpose. A brief description 
of the standard K-Means algorithm and the five semi-supervised variants of K-Means 
algorithm, used in the present article, is given in Section 4. Description of the datasets 
used for experimentation is provided in Section 5. In Section 6, implementation details 
and experimental results are given. Conclusion is drawn in Section 7. 

2 Generation of input pattern 

The difference image D = {lmn, 1 ≤ m ≤ p, 1 ≤ n ≤ q} is produced by the CVA technique 
(Singh, 1989) from the two co-registered and radiometrically corrected γ-spectral band 
images Y1 and Y2 of size p × q of the same geographical area captured at different times 
T1 and T2. Here, grey value of the difference image, D, at spatial position (m, n), denoted 
as lmn, is calculated as, 

( )2
1 2

1

(int) ( ) ( ) ,mn mn mnl l Y l Y
γ

α α

α=

= −∑  

where 1( )mnl Yα  and 2( )mnl Yα  are the grey values of the pixels at the spatial position (m, n) in 
the αth band of the images Y1 and Y2, respectively. 
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From the difference image, the input pattern for a particular pixel position is 
generated by considering the grey value of the said pixel as well as those of its 
neighbouring ones to exploit (spatial) contextual information from neighbours. In the 
present methodology, 2nd order neighbourhood system is used. Here, each input pattern 
consists of nine features, one grey value of the concerned pixel and eight grey values 
corresponding to its eight neighbours. Here, the y-dimensional input pattern of the (m, n)th 
pixel position of DI is denoted by ,1 ,2 ,[ , , , ].mn mn mn mn yX x x x=

JJJJG
…  

3 Labelled patterns (or constraints) collection 

Semi-supervised variants of K-Means algorithm utilise insufficient labelled information 
either in the form of seed data (labelled pattern) or constraint while performing the 
partitioning (iterative) by the standard K-Means algorithm. In the present work, for 
experimental purpose, labelled patterns for both the classes are picked up from the 
ground truth with equal percentage. These labelled information can be used for obtaining 
constraints. There are mainly two types of constraints: ‘must-link’ and ‘cannot-link’. 
‘Must-link’ constraint ensures that a pair of patterns must be in the same group while 
‘cannot-link’ constraint specifies that the said two patterns can not belong to the same 
group. For generating the constraints, each combination of the pattern pair is considered 
at a time. Now, if they are in the same class, then ‘must-link’ constraint is generated; else, 
‘cannot-link’ constraint is generated. 

4 Description of background methodologies 

As mentioned earlier, in the present investigation standard K-Means,  
COP-KMeans, constrained-KMeans, seeded-KMeans, semi-supervised-HMRF-KMeans 
and semi-supervised-kernel-KMeans algorithms are used. These algorithms are described 
in brief in the following subsections. 

4.1 K-Means algorithm 

In K-Means algorithm (MacQueen, 1967), initially, K number of patterns (for K number 
of clusters) are randomly selected from a set of unlabelled patterns and they correspond 
to initial cluster centres. Let, v1, v2, …, vK represent these K cluster centres.  
In each iteration, the Euclidean distance of the unlabelled patterns from each of the 
cluster centres is computed one by one. Then, an unlabelled pattern is assigned to the 
cluster for which this distance is minimum. After that, for each (ith) cluster, its centre  
(vi, i = 1, 2, …, K) is updated by the arithmetic mean of the patterns (feature wise) 
assigned to the said cluster. This process (partitioning and assignment) is repeated until 
the following objective function is minimised: 

1

;
mn j

K

kmeans mn j
j X

O X v
χ= ∈

= −∑ ∑  (1) 
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where χj is the set of patterns assigned to cluster j. The algorithm terminates when no 
more changes occur from the partitioning point of view. 

4.2 COP-KMeans algorithm 

In COP-KMEANS, proposed by Wagstaff et al. (2001), the labelled information is used 
in the form of ‘must-link’ and ‘cannot-link’ constraints during the partitioning process of 
K-Means algorithm. In this algorithm, both the constraints are to be satisfied for 
assigning a pattern to a particular cluster. As a result, unlike standard K-Means algorithm, 
where an unlabelled pattern is assigned to the nearest cluster, in COPK-Means, a sorted 
list of clusters (in ascending order based on the distance of the pattern from each of the 
cluster centres) is generated for each of the unlabelled patterns before assigning it to a 
specific cluster. 

Initially, the first one from the sorted list is selected and the unlabelled pattern is 
assigned to the said nearest cluster if no constraints are violated. This reflects  
that the patterns, which were already assigned in that cluster, are not associated with the 
‘cannot-link’ constraint for the said unlabelled pattern. Likewise, the patterns which were 
already assigned in different clusters, are not in the ‘must-link’ constraint with the 
concerned pattern. If any of the constraints is violated, the next cluster from the sorted list 
is checked for assignment. This process continues until a cluster is found where the 
pattern could be assigned or the list is exhausted. If no such cluster is found then it can be 
said that the partitioning is not possible with the initial cluster centres without violating 
the constraints. Once the assignment is done, the rest of the steps are similar to those of 
standard K-Means algorithm. 

4.3 Seeded-KMeans algorithm (Wagstaff et al., 2001) 

As mentioned earlier, in standard K-Means algorithm, the initial cluster centres  
(K in number) are randomly chosen from a set of patterns. While, in seeded-KMeans, 
labelled patterns (seed data) are utilised for selecting the initial cluster centres. The ith 
cluster centre is initialised by computing the arithmetic mean of all the labelled patterns 
belonging to the ith cluster. In this algorithm, labelled patterns are only used in the 
initialisation phase of the algorithm. Afterwards, this class label information may get 
changed while executing the other steps (partitioning and assignment) of the algorithm in 
a repetitive fashion. 

4.4 Constrained-KMeans algorithm (Wagstaff et al., 2001) 

In constrained-KMeans algorithm, selection step of initial cluster centres is the same as it 
is done in seeded-KMeans algorithm. But, unlike seeded-KMeans, here the labelling of 
seed data is not reestimated (changed) during the remaining phase of the algorithm. 

4.5 Semi-supervised K-Means algorithm based on hidden MRF  
(Basu et al., 2004) 

Basu et al. (2004) proposed a semi-supervised K-Means algorithm based on Hidden 
Markov Model (HMRF). HMRF has two components: 
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1 a set of hidden variables, L, i.e., unobserved cluster labels for the patterns 

2 a set of observed random variables, Ψ, i.e., the patterns. 

Here, maximum a-posteriori probability (MAP) configuration of the HMRF model is the 
same as maximising the posteriori probability Pr(L|Ψ). The neighbourhood of the MRF is 
considered using the generalised Potts potential function to incorporate the constraints in 
the iterative learning of the K-Means algorithm. Here, the objective function of the semi-
supervised K-Means clustering is modified as, 

( )
( )

[ ]

( )
[ ]

( , )
1 ,

( , )
,

1

 1 ;
mn j mn m n

mn m n

K

obj mn j mn m n mn m n
j X X X M

mn m n mn m n
X X C

O D X v w label label

w label label

χ ′ ′

′ ′

′ ′ ′ ′
= ∈

′ ′ ′ ′

= − + ≠

+ =

∑ ∑ ∑

∑
ε

ε

 (2) 

where M is the set of ‘must-link’ constraints and C is the set of ‘cannot-link’ constraints. 
( , )mn m nw ′ ′  is the penalty cost for violating a constraint between the patterns. Xmn and m nX ′ ′  

and the class assignment of the (m, n)th pattern denotes by labelmn. 1 is the indicator 
function, where (1[true] = 1, 1[False] = 0). D(Xmn, vj) is the distortion measure between 
(m, n)th pattern and the jth cluster centre. Here, Euclidean 7 distance as well as  
non-Euclidean distance can be used for distortion measure. In the present investigation, 
parameterised I-divergence is used as the distortion measure and gradient decent 
approach is used for iterative learning of the distortion measure. 

4.6 Semi-supervised kernel-based K-Means algorithm (Kulis et al., 2005) 

Kulis et al. proposed a weighted kernel-based approach in semi-supervised learning 
framework. Here, the objective function of the K-Means algorithm is expressed as 
following: 

( )
( )

[ ]

( )
[ ]

2
( , )

1 ,

( , )
,

1

 1 ;
mn j mn m n

mn m n

K

obj mn mn j mn m n mn m n
j X X X M

mn m n mn m n
X X C

O X v w label label

w label label

χ

α
′ ′

′ ′

′ ′ ′ ′
= ∈

′ ′ ′ ′

= Φ − − =

+ =

∑ ∑ ∑

∑
ε

ε

 (3) 

where Φ(Xmn) is a function that maps Xmn to a (generally) higher dimensional space and 
αmn is a non-negative weight associated with each of the (m, n)th patterns. Here, instead of 
giving the penalty for constraint violation, the term ‘reward’ is introduced for obeying the 
constraints. In practice, this is done by subtracting the penalty term when the patterns, 
those are in the must-link constraint, are also assigned in the same cluster. In the present 
investigation, the exponential kernel is used for non-linear mapping. The block diagram 
of the present study is given in Figure 1. 
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Figure 1 Block diagram of the present study 

 

5 Description of datasets 

To evaluate the effectiveness of the proposed methodology, experiments are conducted 
on two multitemporal remotely sensed images corresponding to the geographical areas of 
Mexico and Sardinia Island of Italy. 

5.1 Dataset related to Mexico area (Ghosh et al., 2009) 

This dataset consists of two multi-spectral images of the Landsat-7 satellite captured by 
the Landsat enhanced thematic mapper plus (ETM+) sensor over an area of Mexico 
acquired on 18th April, 2000 and 20th May, 2002. From the entire available Landsat 
scene, a section of 512 × 512 pixels are selected as test site. A fire destroyed a large 
portion of the vegetation in the considered region between two acquisition dates.  
Figures 2(a) and 2(b), respectively show the band 4 images of April, 2000 and May, 
2002. The difference image [Figure 2(c)] created by spectral band 4 using CVA 
technique is only used for further analysis. To evaluate the performance of the 
algorithms, a reference map [Figure 2(d)] is used. 

The reference map contains 25,599 changed and 236,545 unchanged pixels. 
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Figure 2 Images of Mexico area, (a) band 4 image acquired in April 2000,  
(b) band 4 image acquired in May 2002, (c) corresponding difference image,  
and (d) a reference map of the changed area 

  

(a)     (b) 

  

(c)     (d) 

5.2 Dataset related to Sardinia Island, Italy (Ghosh et al., 2009) 

Two multi-spectral images are acquired in September, 1995 and July, 1996 by the 
Landsat thematic mapper (TM) sensor of the Landsat-5 satellite. The test site of 412 × 
300 pixels of a scene includes the lake Mulargia on the Sardinia Island, Italy. The water 
level of the lake increased between two acquisition dates (lower central part of the image 
reflects the same). Figures 3(a) and 3(b), respectively, show the 1995 and 1996 images of 
band 4. CVA technique has been applied on spectral bands 1, 2, 4, and 5 of these two 
images to obtain the difference image [Figure 3(c)]. 7,480 changed and 116,120 
unchanged pixels are present in the reference map [Figure 3(d)]. 
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Figure 3 Images of Sardinia Island, Italy, (a) band 4 image acquired in September 1995,  
(b) band 4 image acquired in July 1996, (c) difference image generated by CVA 
technique using bands 1, 2, 4, and 5, and (d) a reference map of the changed area 

  
(a)     (b) 

  
(c)     (d) 

6 Results and analysis 

As mentioned in Section I, to investigate the effectiveness of the algorithms  
considered in our study [i.e., standard K-Means, COP-KMeans, constrained-KMeans, 
seeded-KMeans, semi-supervised-HMRFK-Means (SS-HMRF-KMeans), and  
semi-supervised-kernel-KMeans (SS-kernel-KMeans)], experiments are carried out on 
two multi-temporal remotely sensed images. Results of Mexico dataset and Sardinia 
dataset are given in Tables 1 and 2, respectively. For experimental purpose, three 
different percentages of training patterns (0.1%, 0.5%, and 1%) are considered and ten 
simulations are performed in each case. The performance of each of the algorithms is 
assessed using various performance measuring indices, e.g., the number of missed alarms 
(MA), the number of false alarms (FA), the number of overall error (OE), micro averaged 
F1 measure (Micro F1) (Halder et al., 2009), macro averaged F1 measure (MacroF1) 
(Halder et al., 2009), Kappa measure (Kappa) (Congalton and Green, 2009), and error 
probability (PE). The best result in terms of minimum overall error (among ten 
simulations) is depicted in the tables. Experiments have been conducted using  
Visual C++ on a machine with Intel(R) Core(TM)i5 CPU 2.50 GHz and 4.0 GB RAM. 
Average execution time (over ten simulations) is also considered for assessment. 
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Results of the K-Means algorithm and five semi-supervised variants of K-Means 
algorithm (over ten simulations) are also statistically validated using paired t-test 
(Kreyszig, 1970). The paired t-test is performed at 5% level of significance. Here, for 
typical illustration, results of t-test in terms of p-score using Kappa measure with 1% 
training patterns are reported in Tables 3 and 4, for Mexico dataset and Sardinia dataset, 
respectively. 

From Table 1, it is observed that for Mexico dataset, COP-KMeans algorithm is 
significantly better than the standard K-Means algorithm (considering all the percentages 
of training patterns used) in terms of all the measuring indices taken into consideration 
except the execution time. It has also been found that the required execution time mostly 
increases by increasing the number of labelled patterns or the constraints. This may be 
due to the fact that a significant amount of time is required for checking the constraints in 
each case before assigning it to any cluster. This might be a bottleneck of considering 
COP-KMeans algorithm for change detection under semi-supervised framework. Similar 
findings have been observed for COP-KMeans algorithm while experimenting with 
Sardinia dataset (Table 2). 

From Tables 1 and 2, it has also been noticed that for both the datasets  
seeded-KMeans algorithm is performing better than standard K-Means in terms of  
time requirement. While executing the standard K-Means algorithm (for different 
simulations with different initial cluster centres), it has been observed that the results are 
not much sensitive to the choice of the initial cluster centres. This happens for both  
the datasets. In seeded-KMeans algorithm, since the labelled patterns are only used  
for selecting the initial cluster centres and if the performance of the said algorithm  
does not depend much on initialisation part, its performance cannot be better than its 
standard K-Means counterpart. Though a little, some amount of knowledge (obtained 
from the labelled patterns) is being used in the seeded-KMeans algorithm during  
the initialisation phase. On the contrary, K-Means algorithm uses randomisation  
for initialisation. As a result, rate of convergence of seeded-KMeans algorithm is higher 
than that of standard K-Means one and the results (shown in Tables 1 and 2) also 
corroborate to it. 

By analysing the tables, it can be concluded that constrained-KMeans algorithm is 
exploiting the superiority of both COP-KMeans algorithm (in terms of different 
performance measuring indices used) and seeded-KMeans algorithm (w.r.t. CPU time 
requirement). From the results, it is found that constrained-KMeans algorithm is able to 
produce better output by consuming comparable amount of CPU time. In this algorithm, 
constraints or labels are fixed for labelled patterns during iterative partitioning process. 
So, time for checking the violation of the constraints is not required as it is needed in 
COP-KMeans algorithm resulting in lower CPU time requirement. Values of the 
performance measuring indices are found to be either similar (for Mexico dataset) or 
better (for Sardinia dataset) in case of constrained-KMeans algorithm as compared to 
COP-KMeans one. 
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Table 1 Results on Mexico dataset 
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Table 2 Results on Sardinia dataset 
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Table 3 Results of paired t-test performed with different clustering techniques in terms of  
p-score for Mexico dataset (using 1% training patterns) 
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Table 4 Results of paired t-test performed with different clustering techniques in terms of  
p-score for Sardinia dataset (using 1% training patterns) 
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From Table 1, it is noticed for Mexico dataset that SS-HMRF-KMeans  
outperforms standard K-Means algorithm as well as the other semi-supervised  
variants of K-Means algorithm in terms of all the performance measuring indices  
except the case of average execution time. Increase in time requirement may be due to the 
same reason as COP-KMeans. It has been also observed that the performance of  
semi-supervised kernel K-Means algorithm is worse in term of all the performance 
measuring indices. The probable reason behind this may be the use of exponential kernel 
for mapping. 

By analysing the results in Table 2, it is found that semi-supervised HMRF-based  
K-Means algorithm performed very bad on Sardinia dataset. This may be due to the  
fact that parameterised I-divergence may not be applicable for this data. It is seen that 
semi-supervised kernel-based K-Means algorithm is well-applicable for Sardinia dataset 
than all other algorithms (used for comparison). From Tables 1 and 2, it has been noticed 
that the values for most of the different performance measuring indices, are steadily 
improving with increase in the percentage of labelled patterns for almost all the 
algorithms except seeded-KMeans algorithm. It is noticed that with increase in labelled 
patterns, in most of the cases, for Mexico dataset, the number of missed alarms decreases 
more than the number of false alarms, whereas the reverse situation occurs for Sardinia 
dataset. 

In Tables 3 and 4, statistically significant results in terms of p-score of the paired  
t-test (at 5% level of significance) are marked as bold. It is also found for both the 
datasets that results of the semi-supervised variants (over ten simulations) are 
significantly different (at 5% level) from each other for most of the pairs except the pair 
between COP-KMeans and constrained-KMeans. This also corroborates our earlier 
findings. 

It has been observed from the tables that the overall error in the best case, obtained by 
seeded-KMeans and standard K-Means algorithms are similar. The performance of  
COP-KMeans and constrained-KMeans are also similar for both the datasets. For this 
reason, the change detection maps corresponding to minimum overall error (obtained 
over ten simulations), using standard K-Means algorithm and constrained-KMeans 
algorithm are only shown for visual illustration. The change detection maps are also 
depicted for semi-supervised-HMRF-KMeans and semi-supervised-kernel-KMeans 
algorithm. Figures 4 and 5 show the corresponding maps for Mexico and Sardinia 
dataset, respectively. For Mexico dataset, Figure 4(a) shows the map obtained using  
K-Means algorithm while Figures 4(b) to 4(d) show the maps using constrained-KMeans, 
SS-HMRF-KMeans and SS-kernel-KMeans algorithms with 1% training patterns, 
respectively. Corresponding change detection maps for Sardinia dataset are displayed in 
Figures 5(a) to 5(d). It has been observed that for Mexico dataset the maps obtained using 
semi-supervised HMRF-based K-Means algorithm and for Sardinia dataset, the maps 
obtained using semi-supervised kernel-based K-Means algorithm are more accurate 
resemblance of the reference map. This corroborates to our earlier findings regarding the 
superiority of the algorithms used in our investigation. 

7 Conclusions 

In this article, performance of some of the semi-supervised K-Means clustering 
algorithms (namely, COP-KMeans, constrained-KMeans, seeded-KMeans, SS-HMRF-
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KMeans, and SS-kernel-KMeans) is studied for change detection. To assess the 
effectiveness of these algorithms, experiments are conducted on two multi-temporal 
remotely sensed images. By analysing the results, it can be concluded that constrained-
KMeans algorithm for both the datasets is more applicable for change detection than 
COP-KMeans and seeded-KMeans in terms of both execution time requirement and 
quality of results (i.e., w.r.t other performance measuring indices); while HMRF-based 
semi-supervised K-Means algorithm and kernel-based semi-supervised K-Means 
algorithm achieve better performance than other semi-supervised variants of K-Means 
algorithm in case of only one dataset. In future work, we plan to carry out a similar study 
in the domain of change detection using semi-supervised graph-based algorithms. 

Figure 4 Change detection maps obtained for Mexico dataset, (a) using K-Means algorithm,  
(b) using constrained-KMeans algorithm, (c) using SS-HMRF-KMeans algorithm,  
and (d) using SS-kernel-KMeans algorithm (with 1% training pattern) 

  

(a)     (b) 

  

(c)     (d) 
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Figure 5 Change detection maps obtained for Sardinia dataset, (a) using K-Means algorithm, (b) 
using constrained-KMeans algorithm, c) using SS-HMRF-KMeans algorithm, and (d) 
using SS-kernel-KMeans algorithm (with 1% training pattern) 

  
(a)     (b) 

  
(c)     (d) 
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